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Title:  
In-Memory Computing for Robust & Efficient Spiking Neural Networks: Opportunities and 
Challenges 
 
Abstract:  
Spiking Neural Networks (SNNs) are being actively researched as an energy efficient 
alternative to traditional artificial neural networks (ANNs). Compared to conventional ANNs, 
SNNs use temporal spike data and bio-plausible neuronal activation functions such as Leaky-
Integrate Fire/Integrate Fire (LIF/IF) for data processing. Today, In-Memory Computing 
(IMC) architectures have been proposed to alleviate the "memory-wall bottleneck" 
prevalent in von-Neumann architectures. In this tutorial, we will talk about the key synergies 
between SNNs and IMC architectures. In that regard, we will describe our recent SNN-
specific IMC accelerator: SpikeSim [1], which is an integrated circuit-architecture-system 
design framework that can perform realistic energy-latency-area-accuracy benchmarking. 
With SpikeSim [1], we discover previously overlooked insights around membrane potential 
overhead (in terms of area, memory size) due to repeated timestep processing. With the 
insights provided by the SpikeSim tool on the area-energy overheads, we will discuss 
efficient co-design strategies such as input-aware dynamic timestep inference [2] to lower 
the costs. Additionally, we will talk about the significance of non-idealities in IMC pertaining 
to SNNs. To overcome the impact of non-idealities, we will describe our recent works that 
showcase training-less mitigation strategies to overcome the non-idealities [3]. Finally, we 
will discuss the need to co-explore the network and IMC-peripheral circuit design space to 
achieve optimal performance. To this end, we will describe our tool XPert [4] that performs 
optimization-driven design space exploration for energy-efficient IMC implementations.  
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